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Data offloading through WiFi networks has been identified as a promising solution to cel-
lular network congestion caused by the ongoing explosive growth in mobile data traffic. In
this paper, we propose Cost-Effective Multi-Mode Offloading (CEMMO) that enhances off-
loading with multi-hop peer-assisted communications regardless of content and popular-
ity. CEMMO enables three modes of communication: cellular delivery, delay-tolerant
offloading, and peer-assisted offloading. Exploiting user knowledge on mobility and WiFi
connectivity, CEMMO assists the cellular operator in selecting the best out of its three
modes in order to reduce the overall cost in terms of financial settlement, energy consump-
tion, and user satisfaction. Our simulations with a realistic mobility and connectivity pre-
diction model based on a Markov process show that CEMMO offloads up to 59% of the
mobile data traffic and reduces transfer cost per MB up to 16% over delay-tolerant offload-
ing. This paper also discusses practical issues in CEMMO adoption.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

Due to the recent proliferation of smartphones and tab-
lets, mobile data traffic has been explosively growing and
pushing the capacity limits of cellular networks In particu-
lar, smartphones equipped with high-resolution cameras
are sold globally at astounding rates, and content gener-
ated by mobile users significantly rises fueled by popular
social networking and cloud storage applications such as
Facebook, and Dropbox. With the global mobile data traffic
forecasted to increase 13 times within the next 5 years [1],
cellular network providers need to find cost-effective ways
to handle the growing traffic demands with expected Qual-
ity of Service (QoS) levels. Infrastructure upgrade is the
intuitive solution to deal with the congestion problem;
however, it is insufficient as a financially sustainable solu-
tion. Offloading mobile data through WiFi networks is the
most promising solution to tackle the congestion problem
because the cost of WiFi access points (APs) required for
the offloading is relatively low, WiFi technology uses unli-
censed bands and offloading can satisfactorily serve delay-
tolerant types of data traffic. So far, research efforts have
been focused on either on-the-spot offloading (OTSO) [2],
where data is offloaded only over an immediately available
WiFi connection, or delay-tolerant offloading (DTO) [3],
where the transmission is delayed for some time in case
the user encounters an offloading opportunity later. Both
offloading types offer significant benefits, mainly in envi-
ronments with stable WiFi coverage.

In this paper, we target dense urban environments and
propose Cost-Effective Multi-Mode Offloading (CEMMO)
that enhances OTSO and DTO with a multi-hop peer-
assisted offloading mode (PAO), where the offloaded traffic
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is delivered through intermediate mobile devices. To the
best of our knowledge, PAO is the first peer-assisted off-
loading solution that is implemented not only for offload-
ing data from the uplink, but also independent of its
content or popularity. Given the delay-tolerant nature of
a significant portion of the cellular network traffic, an off-
loading solution that enhances the existing delay-tolerant
functionality with peer-assisted offloading (PAO) will
leverage the overall offloading capability and, therefore,
increase the total amount of data that is offloaded from cel-
lular networks. For PAO, we develop a new data-forward-
ing scheme that uses limited flooding. By applying a
mobility and connectivity prediction model based on a
Markov process, CEMMO allows the cellular operator to
select the most effective mode for communicating mobile
data with different delay constraints based on the esti-
mated costs of delivery through each of the three modes,
i.e. cellular delivery, DTO or PAO. OTSO is always exploited
when available. The cost reduction leads to lower prices
that attract new users, increasing the revenue of the oper-
ator. In scenarios with extended WiFi coverage, CEMMO
offloads up to 59% of the mobile data traffic and reduces
transfer cost per MB up to 16% over DTO. With an energy
optimization, CEMMO achieves up to 31% improvement
on energy consumption over OTSO.

The novelty of CEMMO lies in the introduction of the
first peer-assisted method for offloading traffic from the
uplink, regardless of the offloaded content and its popular-
ity, and the selection of the most cost-efficient alternative
for data transmission, as defined by each operator. The
contributions of the paper can be summarized as follows:

i. We design and evaluate CEMMO, a cost-effective
scheme for mobile data offloading that integrates
multiple modes of operation: cellular delivery,
DTO, and PAO.

ii. We propose a mobility and connectivity prediction
model based on a Markov process and we develop
a forwarding scheme for PAO with low storage and
energy overhead.

iii. CEMMO allows the cellular operators to automati-
cally select the transfer policy (i.e. cellular delivery,
DTO or PAO) that provides more gains. The overall
cost, as defined by each operator, can include trans-
fer and energy costs, incentives to motivate user
participation, etc.

iv. CEMMO provides cellular operators with knowledge
on the amount of data offloaded by each user. Such
knowledge is currently unavailable and will help
cellular operators design the expansion of their net-
work accordingly.

The rest of the paper is organized as follows. In Section 2,
we describe the proposed mobility and connectivity predic-
tion model. Section 3 details DTO and the proposed PAO
transfer policy. CEMMO mechanism is presented in
Section 4, along with a sample scenario. Section 5 evaluates
the performance of CEMMO through simulations. In
Sections 6 and 7, we discuss several practical issues on
the adoption of CEMMO and related work, respectively.
Finally, we conclude the paper in Section 8.
2. Mobility and connectivity prediction model

According to our mobility and connectivity prediction
model, a large area is divided into smaller regions with
unique identifiers, and a time period (e.g. a day) is split into
smaller time intervals (e.g. 10-min intervals). The region
size and the time interval duration affect the spatio-tem-
poral accuracy of the prediction model. Defining small
regions and time intervals improves the accuracy of the
model at the expense of increased computational complex-
ity. Users store their own mobility information for each
time interval. For example, if a one-hour time interval is
selected, users store their mobility information for 24 dis-
tinct time intervals. In particular, users keep records of
their location, their transitions from one region to another
and the frequency at which they move between regions.
For each user, we define:

� N(X, t) as the number of visits in region X during time
interval t (i.e. starts at time t),
� N(A ? X, t) as the number of transitions from A to a

neighboring region X during t,
� tduration as the duration of each time interval and
� tnext = tduration + t as the start time of the next time

interval.

The probability of a user located in region A to move to
region X directly within t is:

PðXjA; tÞ ¼ NðA! X; tÞ=NðA; tÞ ð1Þ

The probability that the user stays in region X until the
end of time interval t is:

PstayðX; tnextÞ ¼ PðXjX; tÞ ¼ NðX ! X; tÞ=NðX; tÞ ð2Þ

User mobility during any time interval t is modeled as a
Markov process. The next region that will be visited by a
user during a time interval is assumed to solely depend
on the previous one. Thus, if NR(A) is the set of neighboring
regions of A, the probability of a user to move from current
region A to region X through any neighboring region i
e NR(A) during t is:

PðXjA; tÞ ¼
X
8i2NRðAÞ

PðijA; tÞ � PðXji; tÞ ð3Þ

Starting from the current region (Lcurrent) and time
interval (tcurrent) and based on Eqs. (1) and (3), we estimate
the probabilities of a user to visit any other region during
any time interval t 6 tend, where tend is the time interval
until which the user is willing to wait for the data to be off-
loaded through a WiFi AP. We use Eq. (2) to compute the
probabilities of a user to be located in a region at the end
of each time interval. We recursively use these regions as
potential starting points of user movement during the next
time interval and repeat this process to predict user mobil-
ity during each time interval, as described in Algorithm 1.

Each user also keeps statistics regarding WiFi connec-
tivity within each region, since a region may only have par-
tial WiFi connectivity. NW(X) denotes the number of times
WiFi connectivity was available in region X. With the selec-
tion of small time intervals, we do not need to measure the
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duration of the WiFi connectivity. The probability that a
user located in region X during time interval t has access
to a WiFi access point is defined as:

PðWiFijXÞ ¼ NWðXÞ=NðX; tÞ ð4Þ
Algorithm 1 Mobility prediction model

//Input: Probabilities P as extracted from historical data, Lcurrent, tcurrent, tend

//Output: Probabilities Pest to visit any region for each time interval before tend

Initialize Pest(Region, Interval) 0 " region and interval 6 tend

Pest(Lcurrent, tcurrent) 1
Add Lcurrent to StartingPoints //Initial starting point is current location
ti tcurrent

tnext ti + tduration

While ti 6 tend do
For each SP 2 StartingPoints do

For each region R: P(R|SP, ti) > 0 do //For all possible transitions to another region
Pest(R, ti) P(R|SP, ti) //Based on Eq. (1)
For each region N: P(N|R, ti) > 0 do

newProb P(N|R, ti) � P(R|SP, ti) //Based on Eq. (3)
Pest(N, ti) + = newProb //Transitions to a region through different paths
End // are mutually exclusive and, therefore, probabilities are added

End
End
For each region R: (Pest(R, ti) > 0 AND P(R, tnext) > 0) do //Regions to be used as

Add R to StartingPoints //starting points during the next time interval
Pest(R, tnext) Pstay(R, tnext) � Pest(R, ti) //Pstay is based on Eq. (2)

End
ti tnext

tnext ti + tduration

End
3. Delay-tolerant and peer-assisted offloading transfer
policies

In the following subsections, we present the delay-toler-
ant (DTO) and the peer-assisted offloading (PAO) transfer
policies based on the proposed mobility and connectivity
prediction model. We assume that each node (i.e. mobile
device) is equipped with both IEEE 802.11 and 3G wireless
interfaces that can run simultaneously, is capable of generat-
ing content for upload and is willing to accept certain delays
in applications, such as video upload, without sacrificing too
much user satisfaction. We define R as the set of regions that
the source node S is likely to visit before tend and U the set of
nearby users. We define the following events:

ES
r;tS
! source node S visits region r

2 R during time interval tS

Eu
r;t ! user u 2 U visits region r

2 R during time interval t

Eu
WiFi;tw

! user u 2 U has WiFi access during tw

3.1. Delay-tolerant offloading

According to this policy, mobile users attempt to trans-
fer their data directly through a WiFi network within a
specific timeframe. The success probability of DTO is
defined as the probability of the source node S to have WiFi
connectivity within the specified interval tw:

PDTOsuccess ¼ PðES
WiFi;tw

Þ ð5Þ
For data upload requests, the time interval tw needs to
be prior to tend. Thus: tw 6 tend.
3.2. Peer-assisted offloading

PAO transfer policy is built around the concept of storing
data within a specific region for a short time interval, in a
way that any mobile user who enters this region during this
interval receives a replica of the data, and utilizing other
mobile users as intermediate data carriers to offload data
through a WiFi AP. Data storage enables the data exchange
between the source node and intermediate users using ad-
hoc technologies such as WiFi Direct. The cellular operator
divides the overall region into sub-regions and predeter-
mines the limits of each region using Global Positioning
System (GPS) coordinates, selects the optimal storing region
and time interval based on the probabilities of nearby nodes
to visit any region in the near future, and notifies the source
node about the GPS coordinates of the flooding region. Users
can detect when they have entered the flooding region using
location services such as Geofences [4].

When the source node enters the region that has been
specified by the operator, replicas of the data are being
flooded and all users within the region during the storing
interval will receive a replica of the data. The operator
can use a control channel, similar to the one used for call
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setup or sending text messages, to signal if the WiFi net-
work interface of the mobile device needs to be switched
on. The flooding process is regionally and temporally
restricted; nodes that have received a replica of the data
are only allowed to forward replicas to other users located
within the storing region during the storing interval. The
geographical and temporal narrowing of this flooding pro-
cess limits the total number of replicas in the network and,
thus, does not create excessive overhead. CEMMO provides
the operator with the flexibility to adjust the region size
and, therefore, control the overall overhead. Flooding con-
tent in a large region (or a small region that is highly
dense) will result in high overhead, since many users will
act as relays for the data. Flooding to more regions would
result in excessive overhead for the operator, making the
scheme infeasible.

When users holding a replica leave the storing region,
they are only allowed to upload the data directly through
a WiFi AP. When an intermediate data carrier successfully
uploads a data replica through a WiFi AP, he/she informs
the operator, who in turn sends a notification to the source
node. In case another intermediate node attempts to trans-
fer another replica, the transfer is aborted, and the node is
notified to discard its replica. All other nodes drop their
replicas once the delay tolerance threshold expires. In case
the source node does not receive any notification of suc-
cessful upload until tend, data is transferred through the
available 3G network. A user u serves an upload request
successfully, if he/she manages to transfer the data
between the source user and the WiFi AP (i.e. by transfer-
ring a replica from the storing region):

Eu;r;t
Success ! Eu

r;t \ ES
r;tS
\ Eu

WiFi;tw

For data upload requests, the time interval t, when user
u visits region r, needs to be equal to or subsequent of time
interval tS. Moreover, time interval tw, when node u has
access to a WiFi network, needs to be equal to or subse-
quent of time interval t. Thus:

tS 6 t 6 tw 6 tend

The operator selects to store data in the storing region
(Rstoring) until the expiration of the storing interval (Tstoring),
in order to maximize the probability that data will be suc-
cessfully transferred within the specified delay threshold.
Thus:

Rstoring; Tstoring
� �

¼ argmaxr;t P [u2UEu;r;t
Success

� �
ð6Þ

The success probability of PAO is:

PPAOsuccess ¼ P [u2UE
u;Rstoring ;Tstoring
Success

� �
ð7Þ
4. Cost-Effective Multi-Mode Offloading

4.1. CEMMO mechanism

The main assumptions of CEMMO are that all mobile
nodes apply the proposed mobility and connectivity pre-
diction model, and that the cellular operator collects data
transfer requests from users, performs online predictions
on user mobility and connectivity and decides on the
transfer policy that minimizes cost. We assume that users
perform OTSO when they have direct access to a WiFi net-
work and are willing to accept a delay in the delivery of
some non-urgent data, when proper incentives are offered
to them, such as reduced service pricing and improved ser-
vices [5–7]. Web server synchronization, such as Dropbox
and Flickr, are typical mobile applications where CEMMO
can undertake the responsibility to transfer the data within
the specified Delay Tolerance Interval (DTI) (i.e. the time
interval that the user is willing to wait for the data trans-
fer), by applying one of the three data transfer policies:

i. Delay-Tolerant Offloading (DTO). CEMMO evaluates
the probability of a user to have access to a WiFi
AP before DTI expires.

ii. Peer-Assisted Offloading (PAO). This technique does
not require direct access of the user that generates
data to a WiFi network.

iii. Transfer through the available 3G network. We
assume that 3G connectivity is always available
and, therefore, the success probability of this
approach is one.

Each time a mobile user needs to upload data, a request
that includes (a) the data size, (b) the delay tolerance indi-
cator (DTI) field as set by the user, (c) his/her current loca-
tion and (d) his/her probabilities to visit any other region
within DTI along with (e) WiFi connectivity probabilities,
is sent to the cellular operator. Given the small size of
the data transfer requests, this process can be accom-
plished through the available GSM network in order to
reduce the energy consumption of the mobile devices.
When the cellular operator receives a request for data
transfer, CEMMO exploits the provided information to esti-
mate the success probability of DTO. In order for the oper-
ator to estimate the success probability of PAO, a signal is
sent to all users who are associated with the same cell
tower requesting information on their approximate posi-
tion and probability to visit other regions within DTI, along
with their WiFi connectivity probabilities. Based on this
feedback, the operator estimates the success probability
of PAO.

Both data transfers through 3G and WiFi networks
involve a cost for the operator. In regard to 3G based data
transfers, this cost may correspond to the financial cost of
the transfer, the associated user dissatisfaction due to
increased pricing, network congestion and increased
energy consumption that data transfer through 3G incurs.
As far as data transfer through WiFi networks is concerned,
the cost corresponds to user dissatisfaction due to the
delayed transmission, as well as a financial cost for the
operator, including any reward the operator needs to pay
to users in order to motivate them to delay their transmis-
sions. Data transfer through opportunistic peer-to-peer
networks incurs an additional cost, since the limited
resources of each user involved in the process are exploited
for the transfer of data from other users. We define a as the
transfer cost per MB through 3G and b as the transfer cost
per MB through WiFi. Since all data that will not be
successfully delivered over WiFi will eventually be
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transmitted over 3G, CEMMO estimates the transfer cost of
DTO and PAO as follows:

Est: CostDTO ¼ a� ð1� PDTOsuccessÞ þ b� PDTOsuccess ð8Þ
Est: CostPAO ¼ a� ð1� PPAOsuccessÞ þ b� N � PPAOsuccess

ð9Þ

where N is the number of participants in PAO. CEMMO
selects the transfer policy that minimizes the estimated
transfer cost. By increasing the b/a ratio, the cost of relay-
ing data to users increases compared to 3G data transfer
cost. Thus, less traffic is offloaded through PAO.

Our prediction model models mobility and connectivity
within each region during any time interval using first-
order Markov models. Markov models are ideal for mobile
devices, since their CPU and storage needs are low; they
only involve reading and writing individual entries in
arrays. Therefore, the complexity and computational over-
head from the perspective of users is marginal. From the
operator side, the required signaling overhead is limited
in comparison to the amount of data that is being offload-
ed. Moreover, it can be further reduced if all users period-
ically transmit their probabilities to the operator or the
operator holds all collected mobility and connectivity
probabilities until their time interval expires. In this case,
the operator does not need to request the same probabili-
ties from users for consecutive requests.
Fig. 1. Sample
4.2. Sample scenario

We consider a region covered by a cellular network, as
depicted in Fig. 1. According to our model, the operator
divides the greater region into smaller regions (i.e. Regions
1–16). We consider that a user (Node 1), located in Region
7, has recorded a video of 100 MB using the camera of his/
her mobile device and wants to upload it to a cloud storage
service within the next 30 min. Node 1 sends a request to
the cellular operator that includes the data size, the DTI,
his/her location, his/her probabilities to visit any other
region and the connectivity probabilities before DTI
expires. On the reception of the request, the operator
requests probabilities from the N nodes currently con-
nected to the same cellular base station, collects them, cal-
culates the success probabilities of both DTO and PAO and
estimates the overall transfer cost of each policy. If Est.
CostDTO < CostPAO, the operator opts for DTO and informs
Node 1 to hold the data until DTI expires. If Node 1 identi-
fies an available WiFi connection prior to DTI expiration,
data is offloaded. If Est. CostPAO < Est. CostDTO, the operator
opts for PAO and informs Node 1 on the storing region (in
this case Region 11) and storing interval. When Node 1
enters Region 11, the video is flooded to all nodes located
within Region 11 (i.e. Nodes 2, 3 and 4) using an ad-hoc
interface of the mobile devices. The operator signals all K
nodes (K� N) within Region 11 to switch on their WiFi
interface during the storing interval. Node 2 moves to
Region 14, connects to the available WiFi AP and uploads
scenario.
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the video to the corresponding server. When the video is
successfully uploaded, Node 2 informs the operator that,
in turn, informs Node 1. All other nodes drop the video
once DTI expires. In case the video has not been success-
fully uploaded when DTI expires, it is transferred over
3G. The maximum overall signaling overhead associated
with CEMMO is not significant compared to the amount
of data that is being offloaded; signals only include GPS
coordinates and probabilities and, therefore, their size does
not exceed a few bytes.

5. Evaluation

In this section, we provide an extensive evaluation of
the Cost-Effective Multi-Mode Offloading (CEMMO) mech-
anism in comparison to pure on-the-spot offloading
(OTSO) and pure delay-tolerant offloading (DTO), which
are the state-of-the-art approaches in mobile data offload-
ing. All DTO solutions in literature share the same func-
tionality; only the delay-tolerance threshold changes. Our
experiments have been conducted using the Opportunistic
Network Environment (ONE) simulator [8], which has been
designed for terrestrial delay-tolerant communications. In
the next subsections, we describe the simulation parame-
ters, define the evaluation metrics and present the simula-
tion results.

5.1. Simulation parameters

5.1.1. Mobility model
We evaluate the proposed mechanism under the Work-

ing Day Movement model [9], a realistic mobility model that
simulates the daily mobility of average people. We assume
that a total of 200 users perform map-based movement
within a 4.5 km � 3.4 km section of Helsinki, Finland. More-
over, there exist 5 buses moving on specific routes within
this area. People may commute on foot, by car or bus. Mobile
users are allocated to a home, a workplace and places of
interest (e.g. bars, stores, etc.) that they often visit.

5.1.2. Network availability
We assume that the 3G network is ubiquitous provided

by a single operator. Furthermore, there is a private Inter-
net connection available at any home or office; only autho-
rized users utilize private Internet connections. A number
of open public WiFi APs is available in popular locations.
The uplink data rate of each WiFi AP is 4 Mbps.

5.1.3. Traffic types
We evaluate the impact of traffic with various character-

istics to the offloading efficiency of CEMMO, DTO and OTSO.
In this work, we emphasize future scenarios where big data
uploads become common and CEMMO becomes more rele-
vant. The rise in personal assistance, health monitoring and
behavioral intervention applications will lead to an
increase in the amount of mobile sensor data (GPS, acceler-
ometer, audio and video) that need to be transferred to
remote servers for further processing. We categorize users
in three classes based on the amount of data traffic that
they generate; low (around 100 MB per day), moderate
(around 200 MB per day) and heavy (around 400 MB per
day) traffic users. Each user class was generated using a
Gaussian distribution and the traffic load values were based
on [1]. We have evaluated CEMMO under a variety of sce-
narios with different percentages of low, moderate and
heavy users. When the traffic load that needs to be offload-
ed is significant, CEMMO outperforms DTO, else CEMMO
matches the gains of DTO. Here, we assume that 30% of
the users generate low traffic, 40% generate moderate traf-
fic and the remaining 30% generate heavy traffic. The data
production rate follows a Pareto distribution. We ignore
data that may be produced when a user is at work or home,
where an Internet connection is available. We also assume
that the storage capacity of the mobile devices is sufficient
in all cases, in order to investigate the storage requirements
of CEMMO. We consider three traffic types:

� High priority. This traffic type comprises 20% of the total
mobile traffic and its size varies from 1 KB to 5 MB. Users
do not tolerate any delay on the transfer of this traffic
type. Webpage requests and chat conversations fall into
this traffic type.
� Medium priority. 60% of the total mobile traffic is medium

priority. Its size varies from 1 MB to 200 MB and users
accept moderate delays. Non-urgent e-mails and social
networking updates are typical medium priority traffic.
� Low priority. This traffic type comprises 20% of the total

mobile traffic. Its size varies from 10 MB to 300 MB and
users accept increased delays. Cloud storage services
and mobile sensor data transfers are examples of low
priority traffic.
5.1.4. Other parameters
In all experiments, we set region size equal to

300 m � 340 m, similar to [3], and time interval duration
equal to 5 min; this corresponds to 150 regions and 288
distinct time intervals. The total duration of our experi-
ments is 20 days, which corresponds to 10 days of training,
in order to build the prediction model, and 10 days of
actual evaluation. The results are presented as averages
over 10 simulation runs.

5.2. Evaluation metrics

We evaluate performance using the following metrics:

1. Offloading ratio expresses the fraction of the total
amount of generated data that is offloaded through
WiFi networks.

Offloading Ratio ¼ ðTotal Data Offloaded through WiFiÞ
=ðTotal Data GeneratedÞ

2. Average Cost per MB is calculated as the sum of the total
data (in MB) that was transferred through each transfer
policy multiplied by the cost of each policy, divided by
the total data transferred.

Avg: Cost per MB ðOTSOÞ ¼ Avg: Cost per MB ðDTOÞ
¼ ða� Data Transmitted 3G
þ b� Data Transmitted WiFiÞ
1=ðTotal Data TransmittedÞ
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Avg: Cost per MB ðCEMMOÞ ¼ Avg: Cost per MB ðDTOÞ
þ ðb�N�Data Transmitted PAOÞ
=ðTotal Data TransmittedÞ

3. Average Cache Size is computed as a ratio of the total
storage used in all mobile devices for PAO to the num-
ber of the mobile devices involved in PAO.
Avg: Cache Size ¼ ðTotal Storage Used for PAOÞ

=ðMobile Users involved in PAOÞ
5.3. Performance evaluation

5.3.1. Impact of public WiFi APs density
In this experiment, we evaluate the impact of the public

WiFi APs density on the performance of CEMMO, DTO and
OTSO. We set b/a ratio equal to 0.04 (i.e. a = 1, b = 0.04),
which is a moderate value. In Fig. 2, we present the offload-
ing ratio and the normalized data transfer cost per MB for
the three transfer policies for an increasing number of pub-
lic WiFi APs, ranging from 4 to 20. We keep the number of
WiFi APs relatively low since measurements have shown
that many ‘‘open’’ APs are not accessible as they apply
MAC address filter or web-based authentication for access
control.

According to Fig. 2, CEMMO is less sensitive to WiFi APs
availability and manages to offload around 36% of the
mobile traffic even in scenarios with sparse availability.
Under the same conditions, DTO offloads 19% of the total
mobile traffic, while OTSO only offloads 12% of the traffic.
In scenarios with extended WiFi coverage, CEMMO off-
loads up to 59% of mobile data traffic. CEMMO also outper-
forms the other mechanisms under investigation in terms
of normalized overall data transfer cost per MB. The perfor-
mance of all mechanisms improves as WiFi availability
increases, since more data is offloaded through low-cost
WiFi networks. Fig. 3 depicts the distribution of the total
offloaded data using CEMMO. When the number of avail-
able WiFi APs is low, almost half of the overall traffic is off-
loaded through PAO. For increased WiFi availability, the
probability that a user will encounter a WiFi AP to offload
data directly increases and, therefore, more data is offload-
ed through DTO.
Fig. 2. Impact of WiFi APs density on offlo
Fig. 4 depicts the relative improvement for the offload-
ing ratio and transfer cost per MB of CEMMO over DTO for
the three different traffic types. Users accept delays up to
30 min for medium priority traffic, and delays ranging
from 10 to 40 min for low priority traffic, i.e. no low prior-
ity traffic is transmitted over 3G prior to the 10-min
threshold. Users do not tolerate any delay for high priority
traffic; only OTSO is feasible for this traffic type. The per-
formance improvement of CEMMO over DTO for high pri-
ority traffic is zero or even slightly negative, since in
some cases users may unsuccessfully attempt to transfer
data during a short connection to a public WiFi hotspot.
CEMMO significantly outperforms DTO for medium and
low priority traffic types. We observe that CEMMO offloads
more traffic when users are willing to accept larger delays.
CEMMO offloads up to 24% more low priority traffic than
DTO and reduces the transfer cost per MB up to 16%.
5.3.2. Impact of b to a ratio
In this scenario, we examine the sensitivity of CEMMO

to the overall cost as defined by the operator, which
involves the financial and energy cost of the transfers
and user dissatisfaction due to delayed transmissions, con-
gestion and increased pricing. We assume that there exist
12 open public WiFi APs and we investigate sensitivity of
the CEMMO performance to the b/a ratio. The increasing
b/a ratio corresponds to an increase in the cost of offload-
ing traffic through WiFi APs compared to the cost of 3G
data transfer. It is impossible to make accurate estimations
on the overall cost of offloading data through WiFi or 3G
networks, since we do not have any knowledge on the
costs as seen from the perspective of an operator. With
CEMMO, we provide the mechanism to set and adjust a
and b values according to the needs of each operator.

Fig. 5 depicts the improvement of CEMMO for the off-
loading ratio and overall transfer cost over DTO and OTSO.
When b is small (i.e. b/a = 0.01), CEMMO offloads 44% more
data than OTSO and 29% more data than DTO and reduces
data transfer cost up to 42% and 26%, respectively. For the
increasing b/a ratio, we observe that the number of mobile
users that are utilized to achieve cost-efficient PAO is
reduced and, therefore, the offloading ratio of CEMMO is
ading ratio and overall transfer cost.



Fig. 3. Distribution of the offloaded data in CEMMO.

Fig. 4. Offloading ratio and cost improvement.

Fig. 5. Offloading ratio and overall cost improvement for the increasing b/a ratio.
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reduced. For large b values, CEMMO significantly reduces
the amount of traffic that is offloaded through PAO and
matches DTO in terms of data transfer cost per MB.
Considering the limited storage resources of mobile
devices, it is essential to keep low the amount of data that
need to be cached during PAO. In Fig. 6, we evaluate



Fig. 6. Average and maximum cache size of CEMMO for the increasing b/a ratio.
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CEMMO in terms of storage requirements. In particular, we
depict the average cache size per user required to serve
data relaying requests. On average, CEMMO requires up
to 200 MB of cache for small b/a ratio, while the required
cache size is reduced up to 45 MB for larger b values, since
less data is offloaded through PAO. We observe that CEM-
MO has low storage requirements due to the spatio-tem-
poral restrictions of the flooding process; in the worst
case scenario CEMMO only requires 440 MB of cache for
its operation.

5.3.3. Energy optimization
The energy efficiency of the proposed offloading mech-

anism is important for user participation. If an offloading
scheme only aims to increase the offloading traffic ratio
without considering energy consumption on mobile
devices, it can quickly drain the battery of the devices. In
this set of experiments, we investigate the capability of
CEMMO to adapt its operation based on energy criteria
that correspond to the energy consumption of each trans-
fer policy. Table 1 summarizes the energy consumption
values for WiFi-based and 3G-based communications
based on [10]. The cellular network interface on mobile
devices is typically always on, so the total energy con-
sumption for scanning and connection is zero. While the
energy consumption per MB of data transfer through WiFi
is significantly lower than the corresponding energy con-
sumption of 3G, WiFi-based communications consume
additional energy for network discovery and connection.
When WiFi operates in the power save mode (PSM), we
assume that the total energy required for scanning and
connection is, on average, 20 J for each data transfer.

The estimated energy cost for the data transfer of a sin-
gle message of size M is:

Est: CostDTO ¼M� ð130� ð1� PDTOsuccessÞ þ 5� PDTOsuccessÞ þ 20
Table 1
Energy consumption.

Data transfer (J/MB) Scanning-connection (J)

3G 130 0
WiFi 5 20
Est: CostPAO ¼ M � ð130� ð1� PPAOsuccessÞ
þ 2� 5� N � PPAOsuccessÞ þ 2� N � 20

We note that energy consumption is doubled for PAO
since any two peers both consume energy for the restricted
flooding of data in the storing region during the storing
interval.

We assume that there exist 12 open public WiFi APs
and we evaluate CEMMO, DTO and OTSO for three distinct
delay tolerance profiles: small, medium and large. Table 2
summarizes the time restrictions for each of the three traf-
fic types. Delays are random and distributed uniformly
between the two thresholds, while the lower threshold in
each profile signals the threshold prior to which no traffic
will be transmitted over 3G. We do not use excessive delay
tolerance intervals; such intervals would significantly
affect user satisfaction.

In Fig. 7, we present the relative improvement of CEM-
MO and DTO over OTSO, in terms of offloading ratio and
energy. CEMMO and DTO improve the offloading ratio up
to 47% and 30%, respectively, over OTSO for the large delay
tolerance profile. While PAO consumes additional energy
for peer-to-peer transfers, CEMMO consumes less total
energy than OTSO and DTO, since less data needs to be
transferred over energy-intensive 3G communications.
CEMMO achieves up to 31% improvement on energy con-
sumption over OTSO for the large delay tolerance profile,
while the corresponding improvement for DTO over OTSO
is 28%. Similar conclusions apply for small and medium
delay tolerance profiles.

Next, we investigate the energy consumption sepa-
rately for each user. In Fig. 8, we present the Complemen-
tary Cumulative Distribution Function (CCDF) of the
energy improvement of CEMMO and DTO over OTSO for
each delay tolerance profile. According to our simulation
Table 2
Delay tolerance profiles.

High priority
(s)

Medium priority
(min)

Low priority
(min)

Small 0 0–10 10–20
Medium 0 10–20 20–30
Large 0 20–30 30–40



Fig. 7. Offloading ratio and energy improvement.

Fig. 8. CCDF of energy improvement.

I. Komnios et al. / Ad Hoc Networks 25 (2015) 370–382 379
results, CEMMO consumes less energy than DTO and OTSO
for around 80% of the users. For the large delay tolerance
profile, around 30% of the users consume more than 40%
less energy, when CEMMO is used. Moreover, around 95%
of the users observe improved battery lifetime compared
to OTSO. We conclude that CEMMO not only achieves
increased offloading ratio, but also improves energy con-
sumption for a majority of users.
6. Adopting CEMMO

In this section, we discuss some issues related to the
adoption of CEMMO. First, there exists a need for a mech-
anism that allows users to set the desired delay tolerance
threshold for each application according to its require-
ments. This can be implemented by exposing a simple
application programming interface (API) per application,
similar to e-mail refresh rate settings in mobile devices.
Alternatively, CEMMO can use application port informa-
tion to infer a predefined delay tolerance to specific ports.
Intermediate carriers also have to be able to opt-in and
opt-out of the information dissemination process anytime
they want and set their own battery power thresholds, in
order to tune their participation in PAO. For example, when
their battery level is high they can fully collaborate; when
their battery level is intermediate they can partially partic-
ipate, while below a specific battery power threshold they
no longer participate in the offloading process.

In order for CEMMO to handle download requests, the
cellular operator has to be the operator of the WiFi APs
as well, in order to be able to push data to the intermediate
carriers that will deliver it to the source node that issued a
request. The gains of CEMMO will be even greater when
downloading content in regions where 3G coverage is not
strong and mobile devices switch to 2G communications.
Downloading large volumes of content through CEMMO,
instead of 2G or low-rate 3G networks, can lead to faster
download times and reduced costs for operators. The
implementation of CEMMO in the downlink will provide
further flexibility to operators and CEMMO can become
the enabler for new services. The performance of CEMMO
when serving download requests will be studied in future
work.

In regard to the proposed mobility and connectivity
prediction model, changes in a user’s schedule may take
long time to be reflected in the model. Users should be able
to reset their history when their schedule changes (e.g.
between semesters when the everyday schedule of stu-
dents completely changes). Moreover, CEMMO could also
measure the throughput of WiFi networks and include this
aspect in the offloading decision, so that users select the
most efficient connection. In order to convince other cli-
ents to participate in PAO and share their handheld
resources, it is fundamental that every participant node
perceives some level of fairness and profit sharing within
the network in the long term. Economic frameworks for
peer-assisted services that create the right incentives for
both users and providers to participate have been pro-
posed [5–7].

Resolving any security and privacy issues that CEMMO
may involve is essential for engaging their participation
and maintaining their trust. CEMMO requires transmission
of private data about user mobility to the cellular operator.
Users may be reluctant to disclose sensitive information
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even though such information is nowadays open-handedly
provided to a vast amount of popular apps for smart-
phones. In order to preserve privacy, providers store this
information temporarily, utilize it only to decide on the
most efficient data forwarding strategy, and subsequently
discard it. In case offloading is performed through unman-
aged, untrusted WiFi APs, IPsec or selective IP traffic off-
load (SIPTO) can provide effective security solutions.
Several solutions have been proposed for making WiFi
APs as secure and easy to use as cellular networks
[11,12]. Moreover, all messages in PAO need to be
encrypted, so that no intermediate carrier can gain access
to them.
7. Related work

The concept of data offloading through femtocells was
the first approach to alleviate the cellular burden by using
an alternative access network, however it contends for lim-
ited licensed spectrum with cellular networks [13]. The
recent advancements in the APIs of mobile operating sys-
tems enable seamless transition from 3G to WiFi networks
transparently to the user [14,15], have led to the adoption
of OTSO [2,16] due to its financial and energy efficiency.
Solutions that utilize multiple wireless interfaces simulta-
neously [17,18] and methods that intelligently switch on
the WiFi interface [19,20] have also been proposed. Such
solutions can be leveraged as enablers for CEMMO. The
notion of DTO was introduced as a method to achieve
increased data offloading. In [3], Balasubramanian et al.
introduce Wiffler, a system that enables fast switching
from 3G to WiFi and utilizes predictions about node con-
nectivity through WiFi hotspots in order to perform off-
loading of traffic that tolerates delays up to 100 s. The
authors of [21] studied the optimal placement of the WiFi
APs in order to achieve increased offloading. The DTO oper-
ation of CEMMO and the pure DTO mechanism are similar
to these approaches.

Mobile data offloading through opportunistic commu-
nications has also been introduced in the context of dis-
seminating popular content [22,23]. One of the first
concepts is 7DS [24], a peer-to-peer dissemination and
sharing system for mobile devices, aiming at increasing
the communication availability of users with intermittent
connectivity. A similar approach is presented in [25],
where predictions about inter-device connectivity are uti-
lized, in order to define the optimal subset of users. The
authors of [26] extend this idea by introducing acknowl-
edgements as feedback in order for the source node to
adjust the number of replicas that are propagated to users.
The dissemination of popular data through frequently vis-
ited public WiFi hotspots is also presented in [27]; users
retain this content in cache and participate in the data
propagation through opportunistic device-to-device com-
munications. To the best of our knowledge, CEMMO is
the first offloading mechanism that supports data offload-
ing from the uplink through opportunistic communica-
tions regardless of its content and popularity. CEMMO
introduces a device-to-device forwarding mechanism that
relies on the notion of data storage in a specific region
for a restricted time interval. This mechanism is partially
inspired by the idea of floating content [28,29]. In CEMMO,
we utilize data storage as a means of bridging the connec-
tivity gap between the source user and the WiFi AP.

There has been a lot of prior work on mobility and con-
nectivity prediction. In the context of mobile handoffs, Ref.
[30] presents a spatio-temporal handoff predictor based on
Markov models; however a sequence of cell associations
rather than a record of client position and velocity is con-
sidered as movement, restricting the accuracy of the
model. Along the same lines, Ref. [31] proposes the use
of nonlinear time series for the prediction of the future
location of users, as well as their arrival and residence
time. This work focuses on the predictability of users when
they visit their most important places, rather than on the
transitions between different locations. Ref. [32] applies a
first-order Markov model to predict user transitions
between significant places only focusing on location pre-
diction, irrespectively of time. Ref. [33] presents Bread-
crumbs, a comparative evaluation of different mobility
predictors, and concludes that sufficiently accurate predic-
tions can be achieved by applying first- or second-order
Markov models. The mobility and connectivity prediction
model used in our work follows a similar approach. In par-
ticular, we model user mobility and the existence of WiFi
connectivity within each region during any time interval
using first-order Markov models. Markov models are ideal
for mobile devices, since their CPU and storage needs are
low; Markov models only involve reading and writing indi-
vidual entries in arrays. Our mobility model also considers
temporal accuracy. In order to capture temporal user
behavior, we model user mobility separately during small
time intervals. Several solutions in the area of mobility
prediction are based on social contacts [34] or transitions
only between important places for a user [35]. CEMMO uti-
lizes users that do not necessarily have social interaction
with the source node as intermediate carriers and esti-
mates the mobility and connectivity probabilities for all
regions, not only important places.
8. Conclusions

Cellular networks will not be able to handle the upcom-
ing explosion in mobile data growth mainly due to eco-
nomic reasons that pose barriers to wide infrastructure
upgrades. As an alternative solution, cellular operators
seek to offload delay-tolerant traffic from the cellular net-
work utilizing low-cost WiFi connections. We argue that
the total amount of offloaded traffic can significantly
increase through peer-assisted offloading; intermediate
nodes act as relays between the source node and the WiFi
AP. In this context, we introduced CEMMO, a Cost-Effective
Multi-Mode Offloading mechanism that offloads mobile
traffic from the uplink regardless of its content and popu-
larity and incorporates three modes of operation: cellular
delivery, delay-tolerant and peer-assisted offloading. On-
the-spot offloading is always exploited when available.
Users implement a mobility and connectivity prediction
model based on a Markov process and CEMMO utilizes this
information to estimate the most efficient offloading
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approach in terms of overall cost as defined by the opera-
tor. Overall cost may include financial transfer cost, energy
consumption and user satisfaction. We evaluated the per-
formance of CEMMO in scenarios with multiple traffic
types and delay tolerance profiles and concluded that
CEMMO increases the offloading ratio and reduces the cost
compared to on-the-spot and delay-tolerant offloading, by
switching between transfer policies according to the needs
of each transfer. Our results also showed that CEMMO
reduces the total energy consumption of the mobile
devices involved in the offloading process, since less data
is offloaded through energy-intensive 3G communications.
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