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1. Introduction 

1.1. Purpose of the document 

This document aims at providing the vision, objectives and progress of the project for a 
technical audience interested in the project outcome.  

1.2. Intended audience 

The target readers are the general public with technical background and interested in following 
up the project outcome. 

1.3. Structure of the document 

Section 2 presents the LeanBigData project motivation, vision and goals. Then, section 3 
presents an overview of the project and highlights which are the main advances with respect the 
state of the art. Section 4 presents the use cases that will be used to validate the LeanBigData 
platform and how they will be able to go beyond the state of the art by leveraging the advances 
brought by LeanBigData. 
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2. LeanBigData Motivation, Vision and Goals 

LeanBigData aims at addressing three open challenges in big data analytics:  

1. The cost, in terms of resources, of scaling big data analytics for streaming and static 
data sources;  

2. The lack of integration of existing big data management technologies and their high 
response time;  

3. The insufficient end-user support leading to extremely lengthy big data analysis cycles.  

Over the last years there has been a lot of progress on the scalability of big data analytics. 
Google, Facebook, and Amazon already process massive amounts of data. However, the 
techniques used for processing these large amounts of data are extremely inefficient, 
consuming a tremendous amount of resources resulting in a very high total cost of ownership 
(TCO). The amount of resources used to process data is becoming an important concern due to 
the fact that public cloud data centres are becoming one of the biggest consumers of energy; 
2% of the electricity produced in the US is consumed nowadays by cloud data centres. World-
wide data centres consume about 1.3% of the electricity produced.  

Integrating different technologies over the same set of data requires a large effort, it is ad-hoc, 
and increases development cost for analytics. Multiple technologies are integrated mostly via an 
extraction-transform-load process that results in reading and writing the whole database in a 
periodic manner, typically daily. This widespread approach has two important problems: It 
affects the QoS of the production database and it is extremely costly. In some sense, although 
scalable, big data analytics tend to operate mostly in batch mode resulting in poor support for 
business processes: For instance, the Google web search engine used map-reduce jobs to 
process the results of crawling the web to generate a new web index from scratch. This resulted 
in delays of weeks from the crawling a URL until it appeared as a result in a web search. Today, 
Google uses a transactional index that is continuously updated and the delay has been reduced 
to minutes. Big data analytics still suffer from such issues in most domains.  

Finally, the end-user of big data analytics is facing today long cycles of data analysis: Long 
cycle to discover relevant facts in data (problems, issues, alarms, etc.) that require fast reaction; 
Long cycle (hours or days) to get the results of large analytical queries; Long cycle to visualize 
the result of ad-hoc queries due to requires programmatic effort; Long cycle to interact with the 
visualizations until they serve the final business process.  

LeanBigData is addressing these challenges by: 

 Architecting and developing three resource-efficient Big Data management systems 
typically involved in Big Data processing: a novel transactional NoSQL key-value data store, 
a distributed complex event processing (CEP) system, and a distributed SQL query engine. 
The efficiency of these systems is one of the main innovations of the project. To achieve this 
we will remove main overheads at all levels: in the data managers (garbage collection, multi-
versioning, multi-threading contention, networking, management of shared resources), in the 
use of underlying hardware (memory hierarchies and NUMA architectures, multi-cores, 
storage subsystem), in the operating system and virtualization layer, and by taking into 
account emerging storage technologies and trends in non-volatile memories.  

 Providing an integrated big data platform with these three main technologies used for big 
data, NoSQL, SQL, and Streaming/CEP that will improve response time for unified analytics 
over multiple sources of data avoiding the inefficiencies and delays introduced by existing 
ETL-type approaches. To achieve this we will use fine-grain intra-query and intra-operator 
parallelism that will lead to sub-second response times for queries over static and streaming 
big data. 
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 Supporting an end-to-end big data analytics solution enhancing the lifecycle of data 
analytics by: 1) automated discovery of anomalies and root cause analysis that will provide 
end-users with a starting point at time 0; 2) Supporting data scientists to manipulate the 
result set of analytical queries in an agile way by means of a visual and interactive interface 
to discover insights by enabling an easy declarative manipulation of the results sets. 

LeanBigData will deliver a Big Data platform that is ultra-efficient, improving today’s best effort 
systems by at least one order of magnitude in efficiency, reducing the amount resources 
required to process a set of data or allowing us to process more data with the same amount of 
resources as today. LeanBigData will scale efficiently to 1,000s of cores. Finally, LeanBigData 
will demonstrate these results in a cluster with 1,000 cores in four real industrial use cases with 
real data, paving the way for deployment in the context of realistic business processes.  
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3. Overview and Progress Beyond the State of the Art 

3.1. Global Architecture 

presents the holistic view of the LeanBigData platform. The data management subsystems are 
depicted on the bottom part. The key value data store sits on top of the storage layer (bottom 
right). The storage layer aims at providing a highly efficient IO path to store data persistently. 
The key value data store acts as storage engine. The storage layer is seen as local storage by 
the nodes, but it provides a distributed shared storage system with high availability provisions. 
The key value data store allows reading and writing data as key-value pairs at very high rates. 
Persistency is achieved by storing data in the storage layer. The key-value data store is fully 
ACID, that is, it is transactional. Transactional support is depicted on the bottom left.  

 

Figure 1 Holistic View of LeanBigData Platform 

 

The transactional support decomposes the ACID properties and scales each of them 
separately, but in a composable way. The transactional management is integrated with the key-
value data store, therefore providing a full ACID key-value data store. The integration is 
performed in a highly decoupled way. The key-value data store provides multi-versioning 
capabilities. It enables the transactional layer to determine from which snapshot data should be 
read and with which timestamp updated tuples should be labelled. All the transactional logic is 
encapsulated as a wrapper of the key-value data store client proxy.  

The transactional support scales the different ACID properties (Atomicity, Consistency, 
Isolation, Durability) independently but in a composable way. Atomicity is provided by local 
transaction managers. Local transactional managers are collocated with the key-value data 
store clients.  

The SQL processing layer provides both OLTP and OLAP capabilities over the operational data. 
That is, it enables to perform updates over the data and analytical queries over the current 
version of the operational data. The SQL layer is totally stateless and only stores session data. 
It is also parallel, that is, a query can be run by all SQL engine instances to share the work 
across instances and be able to reduce the latency of heavy analytical queries. The SQL engine 
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can also be used as an OLTP engine with many different instances to be able to scale OLTP 
query processing. 

The complex event processing (CEP) subsystem enables to deploy and process continuous 
queries that process streams of events. The CEP subsystem can interact with the stored data 
via SQL to either read or write data. Data collectors are used to interface between the CEP 
subsystem and systems to extract data from.  

The visualization subsystem provides a visual workbench for data scientist to perform data 
analysis. Analytical queries can be submitted against the parallel SQL engine and the result 
sets then can be manipulated through a visual and gestural interface to transform them as 
needed to extract insights and visualize them. 

The platform manager enables to deploy the platform and monitor it while running, as well as 
reconfiguring it when needed.  

The use cases will validate the LeanXcale platform to stress it with real-world problems. The 
first use case deals with large scale data centre monitoring. The second use case focuses on e-
advertising. The third use case addresses social network analysis applied to sentiment analysis 
around events or meetings in a city. The fourth use case aims at finding fraud in direct debit 
operations in the banking area. 

3.2. Storage  

Over the last few years there have been dramatic technological changes in the I/O path, mainly 
driven by NAND-FLASH-based storage devices that are becoming commonplace. However, 
current technology projections are that we are approaching another disruptive change to the I/O 
hierarchy with the use of emerging, byte addressable Non-volatile Memories (NVM). There is a 
number of other technologies [1] that are candidates for bridging the gap between non-
persistent byte-addressable DRAM and persistent, block-addressable storage, with STT-RAM, 
PCM, and FeRAM being currently the most likely candidates to bridge this gap. Such 
technologies will not only dramatically reduce I/O latency and increase I/O throughput, but will 
also require fundamental architectural changes to the storage subsystem: Storage (and NVM) 
will need to be placed closer to compute servers to take advantage of lower latencies, the 
boundary with non-persistent DRAM will have to be re-evaluated in a fundamental manner, and 
the software stack will need to adapt to new capabilities and limitations to a larger extend 
compared to NAND-FLASH SSDs [2, 3, 4] .  

With the advent of big-data, storage architectures and the storage stack in general are 
undergoing fundamental changes to keep up with demand and requirements of new 
applications and services. At the storage system level problem faced today by infrastructures 
can be categorized in three broad areas: 

1. Storage acceleration 

2. Storage convergence 

3. Storage isolation  

Storage acceleration is the area that has received over the past few years a tremendous 
amount of attention, mainly due to the advent of FLASH-based storage device technologies. 
Research and industry have strived over the past years to integrate these new technologies in 
the I/O path and build faster and more efficient storage systems that results at lower total cost of 
ownership (TCO). This has required tremendous work at the device, systems, and event 
application level and despite the progress that has been achieved, a number of issues still 
remain open, making this a fertile area for research. 

However, using technology projections, we believe that new persistent storage technologies will 
appear in the future that has fundamentally different properties both from disks and NAND-
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FLASH-based SSDs. These technologies are collectively called non-volatile memories (NVM) 
and they are high-density, low-latency, persistent memories, with however, different types of 
characteristics and access methods. Projections indicate that, similar to SSDs, these 
technologies will need to be integrated in the I/O path creating a deep storage hierarchy from 
application memory, all the way to slow but large capacity disk drives. Based on our past 
experience from SSDs, such technologies will not be straight-forward to integrate in the I/O 
stack, since they fundamentally change the way storage is accessed, e.g. via variable size units 
or event at user-space without the need to go through the operating system kernel. 

Storage convergence is refers to bringing storage and computation closer both in the data 
center and HPC. Traditionally, persistent storage has been placed behind a storage-area-
network (SAN) for scaling and management purposes. SANs help manage large amounts of 
storage in a “centralized” manner, resulting in improved performance and reduced TCO for 
scalable storage, despite the high cost of the SAN itself. With current technology trends for it 
becomes important that storage moves closer to the compute nodes. Although these tradeoffs 
are generally complex in a real system, consider a platform that uses for storage an NVM 
device with access latency below 1 usec. It does not make sense to place such a device behind 
a SAN, when the network latency itself is an order of magnitude higher. In addition, storage 
convergence is projected to provide better locality and significant benefits for increased 
reliability. 

However, realizing storage convergence is a significant architectural shift for storage systems. It 
requires fundamentally different approaches to storing, caching, replicating, and moving data 
around. For instance, caching storage in local write back cache is not safe, as a failure can 
result in data loss and corruption. 

Storage isolation is emerging as one of the central problems for storage infrastructures of the 
future. Recent work and results show that shared access to storage and contention that is 
induced event when independent applications access the same storage devices (but not the 
same data) results in loss of efficiency at the device and I/O path level. As a consequence 
providers and infrastructure manager systems prefer to reduce shared access to storage 
resources by over-provisioning resulting in increased costs. Problems related to storage 
interference will intensify in the future given the mandated shift towards consolidated systems. 
Local storage devices will need to be shared by both local and remote applications for storing 
and accessing data, which will result at increased interference and loss of performance 
determinism at multiple levels: devices, network, and software I/O stack.  

LeanBigData focuses on the first of these two issues, storage acceleration and storage 
convergence, and designs a shared storage substrate that will pave the way for satisfying the 
needs of future applications. The shared storage substrate of LeanBigData includes several 
innovations: 

 Allows data to be placed anywhere on the system, without requiring indirection steps, after 
data is placed. 

 Offers near-native performance for local data and optimizes performance of accesses to 
remote data.  

 Offers fast replicated writes, without additional round-trips. 

 Scales performance with all resources: cores, storage devices, network links. 

 Provides elasticity in terms of both devices and servers at a fine granularity. 

 Provides per volume configurable fault tolerance and deals with partitions in a simple but 
practical manner. 
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3.3. Key Value Data Store 

The LeanBigData platform uses as storage engine for the data a novel key-value data store. 
Current key-value data store technologies are still based on traditional server architectures that 
do not deliver high levels of efficiency, because they had their roots in a world without multiple 
CPUs and core, without NUMA memory, and without modern kinds of storage technologies. The 
goal in LeanBigData is to design a brand new key-value data store technology conceived to 
exploit efficiently the current hardware and storage architecture. 

The new key-value data store aims at reducing the main costs and shortcomings that current 
key-value data stores have: 

 Lack of transactional consistency. 

 Overhead of distribution. 

 Inefficient multi-versioning support. 

 Cost of serialization. 

 Cost of garbage collection. 

 Cost of IO. 

Another important innovation pursued by the new key-value data store is how to attain non-
intrusive elasticity. That is, how to bear continuous reconfiguration due to dynamic load 
balancing and elasticity decisions without affecting the peak performance of the data store while 
is being reconfigured. 

3.4. Ultra-Scalable Transactions 

One of the main core features of the LeanBigData is its transactional support. The transactional 
support guarantees data consistency in both the advent of failures and concurrent accesses. 
Transactions are a critical feature of data stores. Firstly, without transactions, when there is a 
failure, the database becomes inconsistent. For instance, if a client is performing a transfer of 
funds between two accounts, and the money is withdrawn from the origin account but there is a 
failure before depositing the money in the second account the database has lost its consistency. 
Obviously this is not admissible for the operational database of any organization. Secondly, 
without transaction, when there are concurrent accesses the data can lose its coherence. A 
recent example has been BitCoin that was based on a non-transaction NoSQL data store and 
millions of dollars were stolen, not due to a security hole, but through the inconsistencies that a 
non-transactional data store allows. This resulted in being able to withdraw from an account the 
amount it contained many times in parallel before the balance of the account was updated. This 
was done massively in parallel enabling to steal millions of dollars. 

LeanBigData is fully transactional avoiding these serious problems that non-transactional data 
stores, such as NoSQL data stores, pose. More technically, it fully provides the so-called ACID 
properties. These properties are Atomicity, Consistency, Isolation and Durability. Atomicity 
guarantees that the database accesses within a transaction are all-or-nothing in the advent of 
failures. In the above examples it guarantees that a bank transfer either is fully performed or if 
there is a failure is like the bank transfer has not been done at all. Consistency is the property 
guaranteed by the applications, basically, they have to guarantee that any transaction that takes 
as initial state a consistent database after the transaction completed with success, the database 
is in a final consistent state. That is, the logic of applications is correct. Isolation is the property 
that guarantees the data consistency in the advent of concurrent accesses. It has to guarantee 
that the final result is equivalent to a serial execution of the transactions. Finally, Durability 
guarantees that the updates from a transaction completed with success (i.e. committed) are 
never lost even in the advent of failures.  
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However, nobody knew how to scale-out transactional processing. This has resulted in modern 
approaches such as NoSQL data stores to dismiss transactions in favour of being able to scale 
out. In LeanBigData one of the main innovations is that we are able to scale-out transactions to 
very large scales (100s of nodes). So unlike any existing data management platform 
LeanBigData is able to guarantee full data consistency and be able to scale to large levels. This 
has been achieved by a brand new approach to scale transactional processing. This approach 
is based on decomposing the ACID properties to minimal features that can be scaled out 
independently, but in a composable manner.  

Additionally, LeanBigData is interested not only in scaling out transactional processing, but 
being able to scale it efficiently. That is, in reducing the number of nodes required to process a 
given workload. In order to scale efficiently a number of sources of overhead are being dealt 
with: 

 Context changes across thread. 

 Inter-thread synchronization. 

 Java garbage collection overhead. 

 The cost of distribution. 

 The cost of multi-versioning. 

 The cost of IO. 

Current results show that before introducing optimizations to deal with the above sources of 
overheads, the system is able to scale linearly with a linear resource usage. The system has 
been benchmarked with the TPC-C benchmark workload that is the most exigent in terms of 
realistic update transactional workloads. 

3.5. Real-Time Analytics 

Analytical systems aim at answer business oriented questions, such as: “What is the total sales 
amount for year 2014?”. Real-time analytics means first the answer is obtained fast, from an 
interactive system. A multi-dimensional model produces faster answers when compared with 
the normal approach in transactional systems, as dimensional modelling promotes data 
aggregation. But real-time analytics means also that results have to be obtained from fresh 
data, ideally, the one being produced by OLTP. 

In detail, OLAP systems need to perform three types of operations, namely: consolidation, drill-
down and slicing & dicing. The consolidation operations require data to be aggregated. This is 
made possible through selecting the right granularity regarding the necessary dimensions within 
the data warehouse in order to compute a measure.  Usually this sort of data aggregations 
allows collecting an overview and then navigating through the details. Picking up on the 
previous sales example, the business question could be tailored to only regard the sales 
respecting a given product. The drill-down operation would change the granularity of a possible 
"product" dimension so that the result would be at the level of a single product. Finally, the slice 
& dice operation allows navigating through the dimensional model and relate several 
dimensions, extracting only relevant sub-sets of data from the dimensions.  

OLAP systems are usually categorized according to the following taxonomy:  

 ROLAP: These systems allow the execution of analytical processing over relational 
storage. The relational database in such systems, besides holding tables for the desired 
dimensions also adds further tables that enable querying aggregated data. The main 
advantage of ROLAP systems is that they do not limit possible business questions, as 
no restrictions on the dimensions of the OLAP cube are imposed. However, as queries 
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are answered straight out of the operational database, the transactional operation may 
suffer delays and throughput penalties.  

 MOLAP: This definition stands for Multi-dimensional OLAP that replaces the relational 
database with a multi-dimensional storage. This requires the OLAP cube to be pre-
computed. MOLAP systems present great performance for query execution that is due to 
the indexing and caching capabilities in multi-dimensional systems. However, MOLAP 
also has major negative points due to the need for data processing through the use of 
the ETL process, but also due to difficulties related with the ability to efficiently perform 
queries over dimensions with high cardinality.  

The relational approach has the advantage, in principle, of allowing OLTP and OLAP operations 
to be executed in the same query engine. Currently, there are two main trends in the path to 
scale analytics on relational data. 

The first follows the Map-Reduce [1] approach with improvements to bring it closer to SQL 
semantics. The standard SQL Map-Reduce approach introduced by Hadoop [2] is a 
programming model based in two functions: the map and reduce functions. With the map 
function, users generate an intermediate set of key/value pairs from the data set, while the 
reduce function merges all the intermediate values associated with each key. The Map-Reduce 
approach is targeted to big data sets and currently offers several advantages over the use of 
parallel database systems in what regards to storage system independence and elastic 
adaptation to variable resources and demands. For a comprehensive survey of the key 
differences between Map-Reduce and parallel databases, the interested reader in kindly 
referred to [3]. Projects like BigQuery [4], Tenzing [5] or Hive [6] provide a SQL interface over a 
Map-Reduce framework and a scalable key-value store. BigQuery allows only a subset of SQL 
operators that allow basic data aggregation and projection. Hive maps operators like equi-joins 
or unions to Map-Reduce jobs. Tenzing also relies on Map-Reduce to provide a query language 
closer to SQL. Such projects are OLAP oriented and as a consequence require ETL procedures 
that may generate duplicated data.  

The second trend is based on leveraging parallel-distributed databases that fully support SQL 
semantics, thus making it more expressive when compared with the former Map-Reduce 
approach for normalized data sets. In particular, to perform data aggregation, these systems 
need to access the same tabular structure as the transactional system, but in a different pattern. 
A single aggregation primitive (for example a sum) needs to go over all the occurrences (rows) 
of a given attribute (column) and compute the aggregated value. For this reason, if the 
analytical system were to use the same row-oriented strategy as the transactional system, that 
operation would generate a significant larger number of calls to the I/O system. Employing a 
columnar layout of data allows the occurrences of a single attribute to be stored in consecutive 
data blocks.  

By using such approach, it is expected a reduction of the amount of I/O calls to roughly a third 
when compared with performing columnar aggregations over row-oriented storage. Moreover, 
using a columnar store also simplifies type encoding, as all the entire data stream shares the 
same data type. The advantages just presented can also be transported to operations that are 
only executed in-memory, as analytical queries usually only read subset of columns on a table. 
Therefore, solutions as MonetDB [7], Vertica [8], or GreenPlum [9] are strict OLAP oriented 
projects, lacking the ability to perform OLTP workloads and relying on the ETL approach.  

The LeanBigData parallel-distributed SQL engine aims at achieving a query engine that is 
integrated with the transactional processing support to allow processing of typical workloads in 
a production database (OLTP workload) with analytical queries typical of a data warehouse/big 
data solution (OLAP workload). Is based on an existing centralized engine (Apache Derby) and 
its extension to the Derby Distributed Query Engine (DQE), thus the current effort focuses on 
analytical workloads and on designing and implementing appropriate extensions for parallel 
distributed processing. 
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The general approach of the proposed parallel SQL query engine is to provide intra-query 
parallel processing with symmetric workers in the Derby Distributed Query Engine (DQE).  To 
support scalable analytical processing, the proposed design focuses on aggregation operations 
over very large data sets. First, it adds SQL standard support for window aggregation to Derby 
DQE. Second, as columnar optimizations are excluded for scale-up, it focus on scale-out by 
offering intra-operator parallelism that can be the most effective precisely in aggregation 
operations. It is thus a hybrid approach to OLAP, combining a relational system with scalable 
partitioning and shuffling similar to Map-Reduce that can be used interactively. 

3.6. Elastic Complex Event Processing 

LeanBigData is also bring a scalable and elastic complex event processing engine (CEP) 
integrated with the platform. The incorporation of the CEP engine enables to correlate in real-
time massive event/data streams with the operational data stored in the LeanBigData platform. 
This is especially interesting in the case of Internet of Things (IoT) and Machine-to-Machine 
(M2M) applications. 

In LeanBigData the main focus to advance scalable CEP technology with respect the state of 
the art has been on increasing its efficiency in scaling and on providing non-intrusive elasticity. 
The CEP aims at scaling with the number of deployed queries, the complexity of the deployed 
queries and the stream volumes to be managed by the deployed queries.  

3.7. Anomaly Detection 

In the context of the LeanBigData project, input data in the different uses cases are streams. 
These data will be analysed to detect potential anomalies through the CEP. The module for 
Anomaly Detection inside the platform is a logical unit inside the CEP, containing the CEP 
operators used for Anomaly Detection and Root-cause Analysis. Figure 1 Holistic View of 
LeanBigData Platform shows the architecture of the platform. It can be seen where the CEP 
and the Anomaly Detection module is located. 

The novelties with respect of the state of the art in this area of the project will be the 
combination of advanced anomaly detection techniques with the requirement that they support 
big data analytics. We will also provide a new system to automatically generate hypotheses of 
potential root causes when anomalies are detected. 

 

The Anomaly Detection and Root-cause Analysis operators defined inside this module respond 
to the following requirements by the case studies: 

 Need for detecting discrepancies with respect to a model created a priori: this is 
the case for instance in the Data Centre case study, led by CA Technologies, or the 
Social Network case study, led by ATOS. In both cases, different models are used to 
generate predictions of expected values and an operator is necessary that compares 
actual data with predictions to monitor the validity of the model. This may also be used in 
the Financial/Banking case study. In this case, model may be expressed through a set of 
rules or other types of representation. Each case study will require different innovative 
techniques. In particular, we will propose a novel approach to detect sudden changes in 
the frequency of a term by combining adaptive window techniques with histogram 
compression algorithms. 

 Need for generating the data that is necessary to recalibrate the model: this is 
particularly necessary in the Data Centre and the Social Network case studies. In 
particular, anomalies may be ignored for this purpose. However, durable changes should 
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arise an alarm indicating that the model is no longer valid. In this situation the system 
should be able to generate the data necessary to recalibrate the model. 

 Need for generating hypotheses of the root causes that may have generated a 
particular anomaly: this is necessary in the three case studies. In the Data Centre case 
study a change in the temperature in a server may be caused by a change in another 
server that transfers heat to the first one. These types of hypothesis should be 
generated by the system for future RCA. In the Social Network case study, the most 
frequent words related to a change in a particular word frequency may contain 
conceptual information that provides hints about the cause of that change (or anomaly). 
Root-cause analysis will be implemented with rules defined on top of graphs, which is a 
novel application of these structures in this area. 

Based on this observation, three novel generic CEP operators will be created that can be 
summarized as it follows: 

 Model Discrepancy Detector (MDD): operator to detect anomalies comparing actual 
data with different types of models. 

 Recalibration Model Data Generator (RMDG): operator to generate new data to 
update a model that is obsolete, after a durable change in the characteristics of input 
data. 

 Graph-Based Root Cause Analysis (GBRCA): operator to provide hypotheses to help 
users on a generic RCA process. This operator will be based on the representation of a 
system through a graph. 

3.8. Visual Analytics Workbench 

This deals with the higher layers of the LeanBigData platform. It will support end users in their 

decisions by providing automated data pre-processing, visualization of query results, and 

exploration of these visualizations. 

 

A number of Key R&D goals are targeted: 

1. Querying and post-processing through configurable workflow. 

A data processing workflow is a configurable acyclic directed graph where nodes represent 

either data sources or data operators. These are linked by edges to define the process sequence. 

This approach is commonly used in advanced analytics tools but less common in traditional BI. 

We aim to provide a workflow that includes a subset of SQL operators to simplify the query 

process as well as additional data processing and reporting operators. A user may click on any 

node and execute the process up to that point to get a preview of the overall function. Outputs of 

the query can be downloaded or saved to a data base. Outputs of one query may be re-used in 

another query. 

2. Minimal data exchange over network. 

Current approaches to data processing workflows assume that data will be loaded onto a local 

hard-drive for processing and/or visualization. The scale of big data means that data transfer is 

prohibitive, which requires model building to be moved to the data. This has implications for 

both GUI and data processing activities. From a GUI perspective, data representations need to be 

based on meta-data, summary statistics/or and sub-samples. From a data processing perspective, 

workflows will be transformed into queries that will be sent to the backend of the LBD platform 

via JDBC for processing 

3. Browser-Based, touch & gesture friendly GUI. 
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Current advanced analytics workflow GUIs have been designed for native desktop applications 

and assume a WIMP (Windows, Icon, Mouse, Pointer) mode of interaction. We aim to develop a 

browser-based workflow constructor that is compatible with touchscreen and gestural 

interactions.  

 

The visualization system will consist of client and server-based components. Client side 

components will be consist of responsive web-based GUI’s and Visualizations to support query 

building and chart configuration and a gesture recognition component across multiple devices. 

Server side components will manage query workflow execution, metadata management and 

storage of query results and statistics.  

 

The system will use novel human-computer interaction techniques that will support visualisation 

manipulation on multi-touch and gestural displays. Novel approaches to the visualization of data 

structures will be explored. This work will design visual and gestural semantics that will enable 

an end user to generate queries, filter data sets, apply different visualisation types, navigate large 

scale visualisation and integrate/aggregate results. In addition to SQL queries the visual interface 

will support the deployment of data analysis operators such as clustering. 
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4. Industrial Use Cases 

4.1. Cloud Data Centre Monitoring 

Modern IT management systems employ variety of models for monitoring and managing large 
IT infrastructures. These models range from relatively simple event-condition-action rules to 
sophisticated simulation and multivariate regression. Models may also represent the 
relationship between different elements in the system. These models reflect normal, or 
expected, behaviour of managed environment. They are employed for detecting anomalies or 
changes, when behaviour of managed environment departs significantly from the expected 
behaviour given by a model, or for prediction in order to anticipate behaviour of the managed 
environment under changing load conditions and over time. The combination of graph models 
with other types of models is considered to be a powerful tool for root cause analysis. 

Often these models are created using domain knowledge of experts. Another method of model 
creation involves process of training using monitoring or experiment data collected over a period 
of time. Once a model is created, the environment that produced training data might change 
significantly, and that would require model revision. For example, it might happen that the 
managed environment was patched to a new version of software. It is also possible that there 
was a change in a number of components within the managed environment, or there was a 
significant change in the way users use the managed environment. In all these cases a revision 
of a model is necessary.  

In the Cloud Data Centre Monitoring case study, the produced model will be used for 
predicting energy consumption in a real life cloud environment, instrumented with CA 
products. Given a specific workload and a specific server, we may be able to predict the energy 
consumption of that particular server when running this workload. 

 

However, conditions may change in dynamic environments and the models may require to be 
reviewed. The need for a model review can be derived from the monitoring and configuration 
data. For example, in a case where the environment was patched to a new version of software, 
monitoring data would reflect a change in behaviour that may not return to the previously 
observed pattern that was reflected in the training data used to create the model.  

We will distinguish between two types of events: 

 Sporadic anomalies: these are unexpected sporadic changes in the behaviour of the 
system that are not durable in time. Sporadic anomalies should be ignored in our case 
study, since models do not need to be recalibrated because the system behaviour has 
actually not changed. It is important to remark that, sporadic anomalies do not alter the 
model of what is normal, but they need to be identified and their cause and 
consequence need to be understood.  Sporadic Anomalies can disrupt a system. In our 
case study we will need to explore the system when an anomaly is detected. 

 Durable changes: are those changes that are reflected through durable alterations in 
behaviour of the system. Durable changes require model recalibration. 

Therefore, in this case study we consider the use of both anomaly and change detection 
systems. These systems will identify time of change and set of affected components so that a 
new set of data could be created after a durable change is detected, for the purpose of training 
a new version of the model. We will also be able to analyse previous changes and anomalies in 
the past and try to learn patterns out of them that can improve our predictions in the future. 
Finally, when a new anomaly or change is detected we will be able to perform root cause 
analysis operations to help the analyst understanding the cause of those anomalies. 
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The purpose of our work in LeanBigData is to explore novel extensions of the functionality of 
these tools by using efficient big data storage and analysis functionalities. Specifically, we plan 
to use LeanBigData technology to improve our capabilities to recalibrate our models depending 
on the data collected from real systems, by using anomaly and change detection techniques 
and root cause analysis. This goes beyond the state of the art because there is currently no 
industrial data centre monitoring tool that is able to build and keep updated a per-server and 
per-server-type energy and thermal models of the data centre, and information valuable for 
capacity planning, what-if analysis and planning of new facilities. 

Since some of the decisions involved in this process might need human intervention (for 
instance to decide if an observed anomaly corresponds to a seasonal effect), we also plan to 
create new visualizations and to explore new HCI to improve the management of data centres 
to assist the users of these models. 

4.2. Social Media Analytics 

Social networks are becoming the most dynamic and easy-to-use mechanism to publish and 
exchange user-generated content. People use social networks for a variety of purposes, such 
as expressing opinions, spreading rumours, announcing gatherings, advertising products, etc. 
Among all social networks, Twitter has become the de facto source for real-time social media 
analytics due to a combination of factors: Twitter provides a platform for public short messages 
exchange used by billions of people, and a powerful open search and streaming APIs. Twitter is 
an invaluable data source for a variety of purposes, including helping in real-time surveillance 
applications in leisure areas.   

The Social Network analytics case study is dealing with the challenging issue of using social 
media as complementary input for city officers and other actors in the prevention and detection 
of troubles in potentially problematic city areas. To that extent, the use case gathers data from 
social networks (mainly Twitter) related to the area (geo-located, mentioning the area or POIs in 
the area, etc.), monitors and analyses the activity, and issues alerts to the city officers in charge 
of the security of the city in order to mobilise the appropriate resources. 

To that end a solution for social networks gathering and analysis based on the content of 
dedicated data channels will be developed. A data channel will be “listening” different set of 
conversations in Twitter, meaning that the data channels will implement configurable user 
queries (based on keywords, hashtags, locations, etc.) to gather data (tweets) associated to the 
channel. The users will be able to set up several data channels for different purposes or events, 
providing that the search limits provided by the APIs of the social networks (i.e. the limits of the 
public Twitter search and/or streaming APIs) are respected. In that way, the analysis of the data 
would be able to discriminate the data in order to analyse it in very flexible ways.  

In the scope of LeanBigData, the case study will be focused in a specific city area (i.e. a 
neighbourhood in a city with lots of bars, restaurants and suffering potential or periodic security 
issues) as a proof-of-concept of the validity of the approach in a Smart City environment. To 
that extent, the case study will start collecting data from Twitter at the very beginning of the 
project in order to have an extensive dataset for historical usage in the third year of the project. 
This will allow the use case to train the proper algorithms for some of the data analytics 
foreseen. 

Finally, it is important to point out that the case study intends to deliver a couple of 
implementations of the software: one using big data “traditional” technologies and a second one 
offering the same results using LeanBigData components. Therefore, besides the functional 
aspects and the clear business oriented approach of the case studies, the main goal of this 
particular case study is to serve as a benchmark on how LeanBigData could hopefully help to 
develop, ease the development and improve the performance of this type of applications. 
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4.3. Financial Analytics 

The Single Euro Payments Area (or “SEPA” for short) is where more than 500 million citizens, 
over 20 million businesses and European public authorities can make and receive payments in 
euro under the same basic conditions, rights and obligations, regardless of their location. 
The overall gains expected from SEPA for all stakeholders has been evaluated at €21.9 billion 
per year by PWC in 2014 confirming a Cap Gemini study of 2008 evaluating these benefits at € 
123 billion cumulated over 6 years. 
SEPA adopts the ISO 20022 standard, a multi-part International Standard prepared by ISO 
Technical Committee TC68 Financial Services. 
The recent adoption of the Single Euro Payments Area (SEPA), which follows the European 
Union (EU) payments integration initiative (http://ec.europa.eu/finance/payments/sepa ), has 
moved more attention to the mechanisms to avoid frauds in banking/financial transactions. 
As far as an SDD (SEPA Direct Debit) transaction is concerned, the SEPA standard has 
simplified a lot the payment process, while moving the consequences of a fraud from the user to 
the bank. In particular in an SDD transaction one person/company withdraws funds from 
another person's bank account. Formally, the person who directly draws the funds ("the payee 
or creditor") instructs his or her bank to collect (i.e., debit) an amount directly from another's 
("the payer or debtor") bank account designated by the payer and pay those funds into a bank 
account designated by the payee.  
Typically examples of SDD transactions are services that requiring recurrent payments, such as 
pay per view TV, energy distribution, credit card etc.  
To set up the process, the creditor has to acquire an SDD mandate from the debtor and advise 
his/her bank about that mandate. Each time it will be needed, the Creditor sends a direct debit 
request (with amount specification) to his/her bank that will start the process to request the 
specified amount on the Debtor’s bank account.  
The debtor only has to provide the signature of the mandate and the debtor could not receive 
communications about the SDD request. The debtor has no prior acknowledgement about the 
direct debit being charged to his bank account. Typically, the creditor sends a receipt to the 
debtor using a best effort service, so no guarantee is provided about delivery time and delivery 
itself. The debtor will only have access to the direct debit after the transaction has been 
completed. He/she can identify an unauthorized SDD amount only when it receives its bank 
statement.  
Of course this exposes the debtor to a number of possible frauds. For this reason, with SEPA, 
in case of error/fraud with an SDD, a debtor can request for a refund until: 8 weeks after the 
SDD deadline or 13 months for unauthorized SDD (no or revoked mandate).  

The Financial Banking application monitors the debit request to try to recognize unauthorized 
debit, thus providing an anti-fraud system helping the financial institution to reduce costs due to 
frauds. Unauthorized debits are typically due to the Identity Theft as shown in Figure 2 SDD 
unauthorized. 
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Figure 2 SDD unauthorized 

As depicted Figure 2 SDD unauthorized, the identity theft occurs at the beginning of the 
process, when the SDD mandate is being created. The SDD mandate is authorized not by the 
debtor, but by someone impersonating the debtor. For instance, this identify thief will benefit 
from the product/service being provided and charged by the creditor but will not pay for the 
service. The debtor will be charged for a product service that did not acquire and, will detect the 
fraud after the direct debit is performed. 
Even in countries where a number of controls are enforced on the authorization set up process, 
the problem of direct debit fraud is extensive.  A recent study 
(http://www.niceactimize.com/index.aspx?page=news372) highlights that more than half of 
businesses would be willing to switch their custom to a financial institution if it could provide 
better fraud prevention than their current provider.  
Detecting frauds in SEPA Direct Debit transactions requires the ability of performing complex 
correlations – in a reliable and timely fashion - on data flows that are amazingly large in terms of 
volumes and highly heterogeneous in their format. The inherent complexity of the problem, 
combined to the fact that the SEPA standard has been adopted only recently, has resulted in 
the inability of the anti-fraud market of delivering efficient solutions (some partial solutions exist, 
but their scope is limited to the monitoring of credit card operations). Financial use case’s 
approach to address this problem is to create a debtor profile (in terms of interests, visited 
places, etc.) by continuously processing multiple data flows, and to detect identity thefts by 
means of deviations of the observed profile from the debtor profile (a deviation is, as an 
example, a discrepancy between the debtor’s interests and the service being purchased in an 
SDD transaction). This solution cannot be implemented – at the scale that is needed – on top of 
existing technologies. The high scalability of the LeanBigData platform, combined with the three 
different data management technologies - specifically: the improved SQL (for querying), NoSQL 
(for storing), and CEP (for correlating and filtering events) - that will be made available by the 
LeanBigData platform, will allow to implement the proposed solution efficiently and at a low 
cost. 

 

4.4. Targeted Advertisement 

SAPO, the internet technology department at Portugal Telecom, responsible for the most visited 
online portal in Portugal with associated services competing directly with Google and Yahoo 
services in the country, runs a vast big data and analytics infrastructure which tops up the data 
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coming from the portal with data from the quadruple-play telecommunications business where 
PT is market leader in all sectors: mobile, internet, landline and TV. 

 

Figure 3 SAPO Homepage 

As part of PT’s Internet business, SAPO sells multiplatform ads online covering the whole 
spectrum of web, mobile and TV. Similarly to other industry standards, such as Google 
AdSense and AdWords, SAPO allows advertisers to define their own campaigns, set their 
campaign goals and budget, their choice of paid words, as well as many other constraints 
including geographic and demographic of the targeted customers. 

 

Figure 4 Ads being served on three platforms: web, mobile, TV. 
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Recent trends point to a maximisation of convergence synergies between all the distribution 
channels by allowing profiling to happen across the whole spectrum of data so that ads are 
served in a much more targeted fashion. An example of an intricate target ad strategy, would be 
to use EPG (Electronic Programming Guide) information and the customer’s own use of the set 
top box to infer the program you are watching and to deliver ads on your laptop at home which 
are related to the programmes you are watching (e.g. a Mercedes Benz ad if you are watching 
Top Gear). A plethora of such examples exists. 

Decisions on which ads to show in which client need to be made in a fraction of a second and 
should be informed by all the batch processing associated with profiling. To cope with these 
large streams of data SAPO currently uses a hodgepodge of big data 
technologies currently leading to high communication overheads and 
undesired operational complexity. The goal of this case study in the project is to make use of 
the Lean Big Data platform to improve efficiency around the management of the existing data to 
allow faster and better queries at the database level and also to improve cross-domain analytics 
made possible through the convergence of the various data streams. 

With LeanBigData PT aims to explore novel extensions of the functionality of current third party 
and in-house tools by using efficient big data storage and analysis functionalities. In particular, 
PT plans to use LeanBigData technology to improve our capabilities to make online advertising 
campaigns more efficient and to recalibrate our profile clustering. With LeanBigData PT aims to 
explore novel extensions of the functionality of current third party and in-house tools by using 
efficient big data storage and analysis functionalities. In particular, PT plans to use LeanBigData 
technology to improve our capabilities to make online advertising campaigns more efficient and 
to recalibrate our profile clustering. 
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5. Conclusions 

The LeanBigData project has made substantial progress during its first year. The global 
architecture has been completed defining the interfaces across subsystems and their APIs. The 
design of the different subsystems has been finalized as well and a first iteration of the 
implementation of the subsystems is already available that will enable to have an early 
integrated version of the platform during the second year.  

The use cases have progressed a lot as well, having collected their requirements and having 
completed the design of the use cases based on the global architecture. There is now a very 
good understanding of how the use cases can benefit from the innovations brought by 
LeanBigData. 

For the second year, a first iteration of the integrated platform will be ready, as well as an 
evaluation of the first iteration of the individual subsystems and the integrated platform. A first 
iteration of the use cases will be ready during this second year. 
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